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Abstract

Until very recently addiction research was limited by existing tools and strategies that were inadequate for studying the inherent complexity at each of the different phenomenological levels. However, powerful new tools (e.g., optogenetics and designer drug receptors) and high throughput protocols are starting to give researchers the potential to systematically interrogate “all” genes, epigenetic marks, and neuronal circuits. These advances, combined with imaging technologies (both for preclinical and clinical studies) and a paradigm shift towards open access have spurred an unlimited growth of datasets transforming the way we investigate the neurobiology of substance use disorders (SUD) and the factors that modulate risk and resilience.

Introduction

“Between stimulus and response there is a space. In that space is our power to choose our response. In our response lie our growth and our freedom.”

Viktor E. Frankl

Frankl’s statement distills much of his life-long efforts to wring happiness out of an often agonizing human experience (Frankl, 1959). But the quote is also relevant to addiction for the very “space” Viktor Frankl is talking about, a space whose topology changes naturally throughout life, influences addiction risk and is also changed by addiction. A heuristics model that captures this space starts by defining the relational boundaries between competing cognitive and visceral processes within a triangular space (Figure 1) (Yang et al., 2012). The cognitive axis has been proposed to fluctuate between the arbitrarily termed system 1 and 2 processes: Because system 1 is largely based on perceptions, intuitions, and emotions, it tends to operate quickly, effortlessly, and automatically. In contrast, system 2 is based more on critical, in depth reasoning, so it is slower, more effortful, and deliberate (Kahneman and Frederick, 2002). The visceral axis, which operates in a range between “cold” and “hot” extremes, exerts powerful effects on cognitive operations (Loewenstein, 1996). Such visceral influences are the driving force behind urges, such as hunger, thirst, pain, and sexual arousal, the immediate satisfaction of which helps explain why people sometimes make unhealthy choices.

At one extreme, integration within this triangular space becomes manifest in “hot” executive function processes that are engaged during situations with stronger affective salience and recruit areas of the brain that control emotions and the brain’s reward systems (e.g., orbitofrontal cortex, ventral striatum, and the limbic system). At the other extreme, “cold”
executive functions have been associated with more purely cognitive processing and the
activation of the dorsolateral parts of the prefrontal cortex (Castellanos et al., 2006).
Addiction research is creating a more detailed and multileveled map of addiction trajectories
in this triangular space

Research on addiction trajectories has shown that, while initial experimentation with drugs
of abuse is largely a voluntary behavior, continued drug use gradually impairs neural
function, eventually impacting the very capacity to exert free will. In persons with genetic
vulnerabilities, suffering from chronic stress or comorbid psychiatric conditions, or who
have been exposed to drugs, these processes can eventually turn drug use into the automatic
and compulsive behaviors that characterize addiction. We now know that addictive drugs
can trigger epigenetic mechanisms that modulate (up or down) the expression of genes
implicated in neuroplasticity ultimately perturbing the intracellular level of key proteins, and
modifying neurotransmitter signaling (both strengthening and blunting) and information
processing in various neuronal circuits in the brain (reward/antireward, executive function/
control, interoception/awareness, mood/stress reactivity among others). Therefore, the
resultant behavioral dysfunctions in addiction reflect the emergent property of complex
systems that are disrupted at multiple, interacting levels.

Here, we highlight some of the most significant and recent findings in addiction research
and assess their impact on our understanding of substance use disorders (SUD) and their
implications for prevention, treatment and public health policy. A common target that
emerges for prevention and treatment is need to balance the critical space that exists
“between stimulus and response” and that becomes increasingly disrupted as the severity of
a SUD deepens.

Genetics

It has been known for a long time that addiction has a prominent hereditary component. Yet,
the goal of finding genes with definite contributions to this disorder has been elusive.
Indeed, genome wide association studies (GWAS) have yielded several polymorphic
variations with very modest contributions to the overall addiction vulnerability (Bierut et al.,
2006; Rutter, 2006). However, this is a recurring theme when investigating other complex
phenotypes, such as depression (Hamet and Tremblay, 2005) and schizophrenia (Doherty et
al., 2012), which can, incidentally, also modulate risk for SUD. This is consistent with the
notion that addiction (like other psychiatric disorders) is a polygenic disease that hinges on a
vast number of genes with an ability to impact the risk of abuse and addiction (Drgon et al.,
2010; Tyndale and Sellers, 2002; Uhl et al., 2008). Such genes are likely to operate through
their influence, either direct or indirect, on brain development, relevant neurotransmitter
systems, drug metabolic pathways, neural circuitry, cellular physiology, behavioral patterns,
and the responses to environmental stimuli (i.e., stress, social support, social deprivation)
and an individual’s personality traits (e.g., novelty seeking, impulsivity, stress reactivity).

Thus, teasing apart the causal relationships, timing, strength and contingent nature of any
genetic contribution to SUD is a challenging endeavor. Yet, for the past decade or so, the
steady characterization of hundreds of genes that interact among themselves and with the
environment has begun to coalesce into an increasingly coherent, albeit highly nuanced
narrative on the role of genes in SUD.

A genetic foundation of personality

Several genes, whose proteins have a central role in brain function have been independently
identified at influencing an individual’s susceptibility to different psychiatric conditions,
including depression, anxiety, antisocial behavior, and SUD (Caspi et al., 2002; Caspi et al,
2003; Lau et al., 2009; Nilsson et al., 2006; Nilsson et al., 2008) as opposed to being specific to a given disorder. For example, variations in the genes that encode monoamine oxidases (MAOs), which play a central role in monoaminergic balance in the brain, have been linked to personality styles that are influenced by their environmental exposures. Specifically, adult carriers of the “low-activity” MAOA alleles (MAOA-L), who were exposed to moderate maltreatment as children, have been shown to be more likely to develop conduct disorder, antisocial personality symptoms, and violent behaviors relative to either controls or maltreated carriers of the “high-activity” MAOA alleles (MAOA-H) (Caspi et al., 2002; Weder et al., 2009). Further insight into the effects of early MAO action on the brain’s architecture comes from the association between the MAO-L allele and reduced volume and function of the anterior cingulate cortex (ACC) (Meyer-Lindenberg et al., 2006), a region belonging to one of the main control networks in the brain whose function is disrupted in SUDs. On the other hand, carriers of the MAOA-H allele (in combination with the s/s version of the serotonin transporter (5HTT)) display more efficient executive control of working memory-related performance (Enge et al., 2011). Similarly, variations in other gene classes could affect their expression at critical stages in brain development, compromising the function of neural circuits regulating emotion, negative affect, and stress later in life (Meyer-Lindenberg et al., 2006). Similar mechanisms may underlie the hereditary abnormalities in fronto-striatal connectivity that compromise inhibitory control as observed in both stimulant-dependent individuals and their drug naïve siblings (Ersche et al., 2012). However, attempts at mapping the genetic contributions to addiction must take into account the obvious lack of univocal relationships between genetic inputs and behavioral outputs, which hinders the more straightforward interpretation of genetic data. For example, 5-HTT gene promoter polymorphisms have been associated not only with anxiety and dysphoria, but also with altered stress responsiveness (Oroszi and Goldman, 2004). Another good example is the BDNF gene, whose product controls maturation of neurons during childhood and adolescence, and that has also been implicated in various neuropsychiatric disorders. In fact, a low level of BDNF impedes the normal development of serotonin neurons, and could help explain the serotonin dysfunction that has been associated with some suicidal behaviors (Sher, 2011). Interestingly, preliminary results suggest that the BDNF Val(66) Met genotype, which has been associated with neurobehavioral deficits, may promote drug-seeking phenotypes in heroin-dependent individuals (Greenwald et al., 2012).

Polymorphisms in the nicotinic acetylcholine receptor (nAChR) system have also emerged as modulators of nicotine and other SUDs, likely in part partly due to their influence on the maturation of brain circuits implicated in attention and sensory processing (Heath and Picciotto, 2009). Brain nicotinic receptors appear early and reach high levels during human gestation (Hellstrom-Lindahl and Court, 2000) modulating the expression of many downstream genes, neuronal differentiation, synapse formation, and neuronal path finding. Together with the fact that chronic nicotine exposure can upregulate nicotinic receptors (Huang and Winzer-Serhan, 2006), these observations help explain why prenatal smoking can perturb brain maturation and contribute to behavioral disorders (Latimer et al., 2012). Importantly, this decade has seen a dramatic increase in our understanding of the complex links between variations in nAChR subunits (i.e., α3, α5 and β4 genes) and not only smoking behaviors (Budulac et al., 2012), but also their adverse health effects, like nicotine dependence, lung cancer and peripheral arterial disease (Thorgerisson et al., 2008). These findings have helped uncover new targets for the development of pharmacotherapies for nicotine and other addictions (Levine et al., 2011).

**Genes and the reward circuit**

The vast majority of addictive substances either trigger pleasure or relieve distress, which is why some people gravitate towards them. Since dopamine (DA) is such a critical modulator...
of the balance between reward and aversion (anti-reward), it is hardly surprising that so many facets of the addiction phenotype are influenced by genetic variability in the DA system and in those neurotransmitters that regulate DA signaling (Le Foll et al., 2009).

Indeed, in humans the expression of either high or low levels of DA D2 receptors (D2R) in the striatum has been shown to predict whether a non-abusing individual will find the experience of a psychostimulant aversive or pleasurable, respectively (Volkow et al., 1999b; Volkow et al., 2002). This finding was a strong indication that the initial experiential trigger of a sustained drug abuse trajectory could be under the partial control of a set of genes (e.g., those affecting DA tone including receptor levels) that can influence the type of sensation a first time user derives from the initial drug exposure.

We are only beginning to explore the likely complex landscape of gene products that can modulate the subjective response to stimulant drug administration (Hart et al., 2012). Predictably, animal and human studies continue to provide robust examples of DA’s complex involvement in reward related behaviors. For instance, enhancement of D2R signaling interferes with drug reward whereas enhancement of DA D1 receptor (D1R) signaling increases it (Lobo and Nestler, 2011). Thus, polymorphisms that may result in reduced levels of D2R expression (D2R -141C Ins/Del in the promoter region, exon 8 and D2R TaqI A and DAT 40bp VNTR), have typically been linked to an increased predisposition to severe alcoholism (Samochowiec et al., 2000). Also, animal experiments suggest that high DA D3 receptor (D3R) expression may be a protective factor against cocaine addiction (Song et al., 2012), while allelic variations in DA D4 receptor (D4R) are likely to impact SUD trajectories through their differential effects on novelty seeking behaviors (Kluger et al., 2002) and via its modulation of the sensitivity to positive and negative environmental stimuli (Grady et al., 2013). In the prefrontal cortex (PFC), which is a brain region critically involved in self-control, DA turnover is prominently regulated by catecholamine-O-methyltransferase (COMT), a common variant of which (a V(108/158)M substitution) predicts lower DA synthesis in midbrain and impaired DA signaling in PFC (Meyer-Lindenberg et al., 2005). COMT has emerged as a prime example of a general class of genetic variations that influences the way in which we process emotions and response to stress, which is a contributor to many psychiatric disorders, including SUD. For example, carriers of the COMT Met158 allele displayed increased amygdalar activation in response to an emotional stimulus (Drabant et al., 2006). This effect was further enhanced in co-carriers of the low expression short (S) allele of the serotonin transporter gene (5-HTTLPR) (Smolka et al., 2007), with co-carriers also displaying increased fear conditioning and attentional bias to threat (Caspì et al., 2010). There is also growing evidence that COMT may impact reward processing, through its modulation of cortical and striatal activation during anticipation or receipt of a reward or during the commitment of the rewarding experience to memory (Tunbridge et al., 2012).

Genetic findings are also enriching our understanding of the complex neurobiology associated with SUD. For example, whole genome-wide association studies coupled with studies in transgenic mice implicate the nicotinic acetylcholine receptor α5 and β4 subunits, which are highly expressed in the habenula, in nicotine addiction (Fowler et al., 2011a; Glick et al., 2011). Their high regional localization in this nucleus has attracted attention to the relevance of the habenula in the neurobiology of addiction (see below).

Similarly, the large and growing number of validated regulatory relationships between morphine-modulated microRNAs and various transcript targets in the opioid system have identified new aspects of the involvement of the opioid system in the brain’s reward pathways (positive and negative) (Pietrzykowski, 2012; Wood and Lipovich, 2012). Also worth mentioning in this context is the FKBPs chaperone protein, whose variations modulate the glucocorticoid receptor’s affinity for cortisol and interact with childhood...
trauma to predict PTSD (Binder et al., 2008), such that high expression FKBP5 alleles in traumatized children increases risk for PTSD, probably through the association of such alleles with increased glucocorticoid sensitivity. Inasmuch as PTSD increases risk for a SUD this exemplifies an indirect mechanism through which a gene modulates the risk of SUD.

**Genes and synaptic plasticity**—Genes whose products influence synapse formation and strengthening can also potentially contribute to the rate at which the brain transitions from controlled to compulsive and uncontrollable drug use. Homer proteins, for example, regulate the activity and levels of glutamate receptors and help maintain extracellular glutamate levels in corticolimbic brain regions. The function of Homer proteins is consistent with preclinical studies suggesting their involvement in various neuropsychiatric disorders, including addiction (Szumlinski et al., 2006). Another example is the matrix metalloproteinase 9 (MMP-9), which plays a key role in a variety of neuronal plasticity phenomena, including learning, memory, and drug addiction and whose polymorphisms have been implicated in alcohol dependence (Samochowiec et al., 2010). Also worth mentioning is the nuclear factor-kappa B (NF-kB), a master regulator of many immune genes in several brain regions that influences the fate of neurons (Russo et al., 2009a), and whose upregulation by cocaine mediates the drug’s synaptic effects on medium spiny neurons of the nucleus accumbens (NAc) (Ang et al., 2001; Russo et al., 2009b). Interestingly, NF-kB, a likely candidate gene for nicotine dependence (Sullivan et al., 2004), may be subject to drug-induced epigenetic markings in both tobacco smokers (Sundar et al., 2012) and alcohol abusers (Yakovleva et al., 2011).

Importantly, thanks to new imaging technologies it is now increasingly feasible to evaluate and validate the strength of suspected genetic contributions, as well as their epistatic and environmental interactions. Proper implementation of this research agenda, combined with new bioinformatics tools, will allow us to identify and better characterize (intermediate) endophenotypes. This approach is bound to further deepen our understanding of the genetic mechanisms that impact SUD trajectories (Bevilacqua and Goldman, 2011).

**Epigenetics**

The picture emerging from genetic studies of addiction would be incomplete without a consideration of the role of epigenetic processes on abuse and addiction trajectories. This level of control, relatively underestimated for a long time, has been likened to “life at the interface between a dynamic environment and a fixed genome” (Meaney and Szyf, 2005). For epigenetic changes represent an important part of evolution’s answer to a multicellular organism’s need to come up with adaptive changes that do not rely on glacially slow genetic mutations (Colvis et al., 2005). Indeed, epigenetic processes are routinely recruited to instantiate the persistent neuroplastic changes associated with learning and memory (Levenson and Sweatt, 2006).

The environment’s ability to shape the circuits of emotion, particularly those impacted during critical periods of pre, postnatal, and adolescent brain development (Champagne and Curley, 2005), is likely to tap heavily on epigenetic mechanisms (Holmes et al., 2005). The epigenetic impact of maternal smoking provides a telling example. Recent animal studies have shown that prenatal exposure to cigarette smoking is associated with specific brain changes and behaviors later in adolescence, some of which could be traced back to methylation events along specific genes such as BDNF (Toledo-Rodriguez et al., 2010). Similarly, chronic exposure to drugs (e.g., cocaine, alcohol) has been shown to perturb the chromatin structure around many genes, including FosB, Cdk5, and BDNF, which could set up the stage for the emergence and maintenance of an addictive state (Bilinski et al., 2012).
Not surprisingly, investigators are working to identify how drugs remodel chromatin structure to affect the recruitment of transcription factors onto specific gene promoters and how this influences behavior (Carouge et al., 2010; Kumar et al., 2005; Levine et al., 2005; Maze et al., 2010). A better understanding of the epigenetic mechanisms mediating the long lasting effects of drugs is bound to impact the efficacy of our prevention and therapeutic interventions. Consider, for example, the implications of a recent study that showed that adolescent mice pre-exposed to nicotine undergo widespread histone acetylation (a class of epigenetic mark that promotes gene transcription) in striatum and transcriptional upregulation of FosB in NAc concomitant with a parallel increase in cocaine’s reinforcing effects (Levine et al., 2011). This particular finding hints at a possible molecular mechanism-related to the still evolving gateway theory of drug abuse- that could help explain how pre-exposure to nicotine (but also perhaps to alcohol or marihuana) might increase the risk for subsequent addiction to other drugs.

Though the task of identifying and cataloguing the most relevant epigenetic alterations from amongst the millions of cell-type specific epigenomic events that are constantly taking place on many genes constitutes a massive undertaking, the potential of epigenomic intervention is huge. For once we understand the epigenetic events related to SUD, we might be able to devise ways to manipulate the genetic output of an otherwise “fixed” genome via a discriminating use of epigenome-targeting medications and/or key environmental variables. For example, recent evidence from experiments in non-human primates suggests that CpG islands throughout the 5-HTT gene may constitute accessible targets for the manipulation of gene x environment interaction with the goal of enhancing overall resilience (Kinnally et al., 2010).

Other notable examples include the ability of histone deacetylase 5 (a subtype of histone deacetylases that is highly expressed in the brain) to modify discrete epigenetic marks and control behavioral adaptations to chronic emotional stimuli (Renthal et al., 2007) and the ability of the dimethyltransferase enzyme G9a (Ehmt2) to dimethylate histone H3 at lysine 9 (H3K9me2), which is implicated in the effects of chronic cocaine (Maze et al., 2010) and morphine (Sun et al., 2012) on neural plasticity. These observations may lead one day to the design of more precise epigenetic-based therapies. For example, injection of the histone deacetylase inhibitor trichostatin A reduced the reinforcing properties of cocaine in rats (Host et al., 2009) and blocked the conditioned-cue driven reinstatement of cocaine taking (Romieu et al., 2011) without affecting the rewarding properties of sucrose, a natural reinforcer (Romieu et al., 2008). Similarly, selective inhibition of HDAC3 (a histone deacetylase also expressed in the brain) facilitated extinction of cocaine-induced conditioned place preference (CPP) in mice. Interestingly, this effect was associated with increased acetylation of genes implicated in long-lasting behavioral changes (i.e., c-fos, Nr4a2) in brain regions involved with drug reward and conditioning (Malvaez et al., 2013). Finally, animal models of cross-fostering (Roma et al., 2007), environmental enrichment (Neugebauer et al., 2004), maternal separation (Moffett et al., 2007), and early life adversity (Roth et al., 2009) provide tantalizing examples of epigenetic modulation that can impact drug’s effects and drug abuse behaviors.

Molecular

There is virtually unanimous consensus in the field of addiction research that the rewarding effects of drugs are related to their ability to increase DA, particularly in the NAc (Di Chiara and Imperato, 1988). Interestingly, DA’s role in reward does not seem to equate with hedonic pleasure, but with its ability to encode prediction of reward, imprinting incentive value to reinforcers and to facilitate learning of reward associations through its modulation of subcortical and cortical brain regions. We’ve also come to appreciate the crucial role of
other neurotransmitters (e.g., glutamate, GABA, cannabinoids, opioids, serotonin) in reward processing and in the neuroadaptations associated with addiction ([Kalivas, 2009; Koob, 1992].

In particular, there have been major advances in our understanding of the role of excitatory synapses in the neuroplastic changes associated with repeated drug exposure. For example, it is now recognized that drugs of abuse disrupt (either increasing or decreasing) the strength of excitatory synapses by tapping into traditional mechanisms of plasticity, including long-term potentiation (LTP) and long-term depression (LTD) ([Grueter et al, 2013]. Synaptic plasticity is controlled pre-synaptically through the regulation of glutamate release and post-synaptically through the insertion or removal of AMPA or NMDA glutamate receptors ([Bowers et al, 2013; Malenka and Bear, 2004]; and drugs of abuse interfere with these processes. The observation, by several groups ([Brown et al, 2011b; Huang et al, 2009; Koya et al, 2012; Lee and Dong, 2011]), that cocaine administration can stimulate the creation of silent glutamatergic synapses – displaying strong NMDAR- but virtually no AMPAR-mediated responses- in the Nac is poised to further our understanding of the particularly robust nature of addiction-related learning and memory. Figure 2 summarizes the effects of drugs on excitatory synapses in NAc. For example, insertion of high calcium permeable AMPA receptors (lacking GluR2 subunit) increases after cocaine withdrawal contributing to the LTP-like increase in the AMPA:NMDA ratio ([Boudreau et al, 2007; Conrad et al, 2008; Kourrich et al, 2007]. Similarly, NMDA receptors containing the NR2B subunit increase after chronic cocaine or heroin ([Huang et al, 2009; Shen et al, 2011].

Gial cells, which are activated by many drugs of abuse ([Cooper et al, 2012]) also modulate synaptic plasticity by regulating extracellular glutamate and setting the glutamate tone (through uptake via glutamate transporters and release via the cysteine-glutamate exchanger) ([Fellin, 2009; Moussawi et al, 2009]. Thus, research into glial-derived neuromodulators could also spur critical advances towards the development of addiction pharmacotherapies. A recent study, for example, provides preliminary but promising evidence that ibudilast and minocycline (two compounds that modulate glial function) can ameliorate opioid withdrawal symptoms in mice ([Hutchinson et al, 2009].

Also, the combined advances of the recent past have revealed a highly interactive system of molecular communication. One prominent and extensively studied example is the interaction between the stress and reward systems ([Schank et al, 2012]. On one hand, animal and human studies have shown that opioids can influence the development ([Lesage et al, 1998]) and function ([Zhou et al, 2003; Zis et al, 1985]) of the HPA axis. On the other hand, active heroin addicts display abnormal basal and induced levels of ACTH and cortisol, which become normalized during methadone maintenance treatment ([Kreek et al, 1984]. Another example of molecular interactions and overlap is that between the homeostatic and reward pathways that modulate eating behaviors ([Volkow et al, 2012b]. Indeed, neurons in VTA and/or NAc express receptors for several peptides and hormones that regulate homeostatic food signals, such as glucagon-like peptide or GLP-1 ([Alhadeff AL et al, 2012; Rinaman, 2010], ghrelin ([Abizaid A et al, 2006; Jerlhag et al, 2007], leptin ([Figlewicz et al, 2003; Leshan et al, 2010], insulin (Figlewicz et al, 2008], orexin ([Fadel and AY, 2002], and melanocortin ([Davis et al, 2011]. Consequently, it is not surprising that these hormone/peptides can influence the rewarding responses to drugs of abuse. Such interactions could explain the findings of attenuated responses to drug reward in animal models of obesity ([Davis et al, 2008].

Similarly, human studies found an inverse relationship between BMI and illicit drug use ([Bluml et al, 2012] and a lower risk for SUD in obese individuals ([Simon et al, 2006]; including nicotine ([Blendy et al, 2005] and marijuana ([Warren et al, 2005]. On the other
hand, interventions that decrease BMI and reduce plasma levels of insulin and leptin have been shown to enhance the sensitivity to psychostimulant drugs (Davis et al., 2010); and bariatric surgery for obesity has been associated with an increased risk for relapse to alcohol abuse (Suzuki et al., 2012). These observations suggest that the homeostatic circuitry evolved to take advantage of the reward circuitry imbuing feeding behaviors not only with the conditioning-rewarding properties subsumed initially by the NAc but also with the subsequent utilization of dorsal striatal outputs to cortical structures that are central to the orchestration of goal-directed behaviors (Everitt et al., 2008). This intimate relationship between the networks governing energy and reward homeostasis has profound implications for the prevention and treatment of various eating disorders, including some forms of obesity, but also for addiction (Volkow et al., 2012b).

To recap, from the perspective of the triangular space model, we are discovering a growing number of genes whose products can influence vulnerability to SUDs by modulating the balanced function of brain regions involved with cognitive system 2. For example, carriers of the Val 158 Met polymorphism in the COMT gene, the already mentioned regulator of frontocortical DA levels, and through it of working memory and cognitive control (Cools and D’Esposito, 2011), are at higher risk of developing alcohol dependence, especially if they have also been exposed to adverse childhood experiences (Schellekens et al., 2012). On the other side of the equation, there are gene products that can impact the sensitivity of brain regions involved with hot visceral responses. A good example of this group is the also mentioned serotonin transporter whose short allele variant can reduce serotonergic neurotransmission and facilitate impulsive behaviors (Walderhaug et al., 2010), an association that is also modulated by life experiences (Paaver et al., 2008; Wagner et al., 2009). Another example impacting the architecture of hot visceral responses involves the priming of abnormal adult stress reactivity by early maternal deprivation, partly via reversible epigenetic modification of the glucocorticoid receptor gene promoter in the hippocampus (Weaver et al., 2004).

**Circuitry**

An individual’s inability to escape a maladaptive behavior like addiction stems from disruptions in many different functional circuits (Redish et al., 2008) whose integrated computations (largely in Frankl’s space) and coordinated output enables goal-directed behaviors. Some of the most pernicious features of addiction are the overwhelming craving to take drugs that can reemerge even after years of abstinence, the severely compromised ability of addicted individuals to inhibit drug-seeking once the craving erupts, and the enhanced sensitivity to stress. These features combine to present one of the most formidable obstacles to successful treatment.

Based to a large degree on the imaging evidence, we and others (Koob and Le Moal, 2001; Volkow et al., 2003) have proposed that the ability to resist the urge to use a drug requires the proper functioning of neuronal circuits in charge of top-down control to oppose the conditioned responses that predict the reward and drive the motivation to maladaptive consummatory behaviors. Our model emphasizes six interacting circuits/networks: 1) reward/saliency (with key nodes in NAc and ventral pallidum); 2) memory/learning-conditioning/habits (with key nodes in amygdala and hippocampus); 3) inhibitory control/executive function (with key nodes in DLMPFC, inferior frontal cortex, OFC and ACC); 4) motivation/drive (with key nodes in OFC, subcallosal cortex, dorsal striatum and motor cortex); 5) interoception (with key nodes in insula and ACC); and 6) aversion avoidance/stress reactivity (with key nodes in habenula and amygdala)(Figure 3)(Volkow et al., 2011).
These circuits/networks receive direct innervations from DA neurons but are also connected with one another through direct or indirect projections (mostly glutamatergic and GABAergic) and modulated by other monoaminergic inputs (serotonin and norepinephrine). Their concerted operations impact a broad spectrum of behaviors, which helps explains the multidimensional nature of addiction and its extensive overlaps (symptoms and comorbidities) with other psychiatric conditions. Some of the recent advances pertaining to addiction circuitry are outlined below.

**Predicting reward, assessing saliency**

The mesolimbic DA pathway [DA cells in VTA that project to NAc] seems to be crucial for drug reward (Wise, 2009). However, other DA pathways [mesostriatal (DA cells in substantia nigra projecting into dorsal striatum) and mesocortical (DA cells in VTA projecting into PFC)] also contribute to drug reward and addiction (Wise, 2009). It appears that the rewarding and conditioning effects of drugs are predominantly driven by phasic DA cell firing, which leads to large and transient DA increases. In contrast, the downstream changes in executive function seen in addicted individuals are linked to changes in tonic DA cell firing and result in lower but more stable DA levels (Grace, 2000; Wanat et al, 2009). This mechanism implicates the lower affinity D1R, which stimulates cyclic AMP signaling, as being involved both in acute drug reward as well as in conditioning, since these are associated with the high DA concentrations necessary to stimulate D1R. In contrast, D2Rs, which inhibit cyclic AMP signaling, are stimulated by both phasic and tonic DA. Most clinical studies on the effects of drugs of abuse and addiction in the human brain have focused on D2Rs due to the lack of specific radiotracers for the PET imaging of D1R (D1R radioligands exist but are not sufficiently specific), D3R (PHNO is a ligand being used to assess D3R though it also binds to D2R), D4R and D5R.

In humans, PET studies have shown that several drugs [stimulants (Drevets et al, 2001; Volkow et al, 1999c; Volkow et al, 1994), nicotine (Brody et al, 2009), alcohol (Boileau et al, 2003), and marijuana (Bossong et al, 2009)] increase DA in dorsal and ventral striatum (where the NAc is located). These studies, which take advantage of several radiotracers (e.g., [11C]raclopride) that bind to D2R/D3Rs but only when they are not occupied by endogenous DA, have shown that drug-induced DA increases in striatum are proportional to the intensity of the subjective experience of euphoria or “high” [see review (Volkow et al, 2009a)]. PET studies have also revealed a clear, direct relationship between a drug’s pharmacokinetic profile (i.e., the speed with which it enters and leaves the brain) and its reinforcing effects. Specifically, the faster a drug reaches peak levels in the brain the more intense the “high” (Volkow et al, 2009a). Interestingly, there is now increasing evidence that comparable DA responses are linked with food reward and that these mechanisms are also likely to play a role in excessive food consumption and obesity (Volkow et al, 2012b).

**Conditioning circuitry**

The finding that stimuli that induce fast and large DA increases also trigger conditioned responses and elicit incentive motivation to procure them (Owesson-White et al, 2009) turned out to have profound implications for our understanding of addiction. Through the process of conditioning, neutral stimuli that are linked to the reinforcer (either natural or a drug) acquire the ability to increase DA in the striatum (including NAc) by themselves in anticipation of the reward, thus engendering a strong motivation to seek the drug (Owesson-White et al, 2009).

Brain imaging studies comparing the DA increases induced by stimulant drugs (methylphenidate (MP) or amphetamine (AMPH)) in cocaine addicted vs. control subjects showed a marked attenuation of drug-induced DA increases in striatum (50% lower in
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detoxified abusers and 80% lower in active abusers) and lower self-reports of the drug’s rewarding effects relative to non-drug-abusing controls (Martinez et al., 2007; Volkow et al., 1997; Volkow et al., 2011). This observation is somewhat puzzling since MP and AMPH are pharmacologically similar to cocaine and methamphetamine, respectively, and drug abusers cannot distinguish between them when they are administered intravenously. Since the marked reductions in the drug-induced DA increases were unlikely to be the result of withdrawal symptoms (Volkow et al., 2011), we’ve interpreted these and related results (Volkow et al., 2009a) as consistent with the hypothesis that the rewarding response becomes deficient in drug addicted individuals. They may also provide another argument in favor of the notion that the acute pharmacological DA-enhancing effects of the drug in NAc (or in dorsal striatum) cannot explain by themselves the increased motivation to consume them.

The response of VTA DA neurons to rewarding stimuli changes with repeated exposure. While DA cells fire upon the first exposure to a novel reward, repeated exposure to DA causes the neurons to stop firing upon reward consumption and to fire instead when they are exposed to stimuli that are predictive of the reward (Schultz et al., 1997). This gradual shift is likely to underlie DA’s role in learning and conditioning. Indeed, drug-induced phasic DA signaling can eventually trigger neuroadaptations in ancillary circuits that are related to habit formation and behavioral conditioning. These changes are predominantly induced by D1R signaling and synaptic changes in glutamate-modulated NMDA and AMPA receptors (Luscher and Malenka, 2011; Zweifel et al., 2009). Recruitment of these circuits is significant for disease progression because the ensuing conditioned responses help explain the intense desire for the drug (craving) and the compulsive use when addicted subjects are exposed to drug cues. This hypothesis is consistent with other observations (Volkow et al., 2006c; Wong et al., 2006) that show the power of cocaine-associated cue exposure to raise DA levels in the dorsal striatum and trigger a concomitant increase in the subjective experience of craving in detoxified cocaine abusers. Since the dorsal striatum plays a role in habit learning (Belin et al., 2009; Yin et al., 2004), the association is likely to reflect the strengthening of habits as chronicity of addiction progresses. This suggests that a basic disruption in addiction might relate to the DA-triggered conditioned responses that result in habits leading to intense craving and compulsive drug consumption. Interestingly, in actively using cocaine addicted subjects, the DA increases triggered by conditioned cues appear to be even larger than those produced by the stimulant drug itself as assessed in two separate groups of subjects (Volkow et al., 2006a; Volkow et al., 2011). This suggests that conditioned responses may drive the DA signaling that maintains the motivation to take the drug even when its pharmacological effects appear attenuated. Thus, although drugs may initially induce feelings of immediate reward through DA release in the ventral striatum, with repeated use, and as habit develops, there appears to be a shift from the drug to the conditioned stimulus. Preclinical studies suggest that these conditioned responses are mediated by glutamatergic projections from PFC and amygdala into VTA/SN and NAc (Kalivas, 2009). In this manner, the mere prediction of a reward may eventually become the reinforcer that motivates the stereotypic consummatory behavior.

Natural reinforcers are also likely to induce an equivalent and gradual shift in DA increases (from ventral to more dorsal regions of the striatum) during the transition from a novel stimulus that is inherently rewarding to that of the associated cues that predict it. The extensive glutamatergic afferents to DA neurons from regions involved in the processing of sensory (insula or primary gustatory cortex), homeostatic (hypothalamus), reward (NAc), emotional (amygdala and hippocampus), and multimodal (OFC for salience attribution) information, modulate their activity in response to rewards and to conditioned cues (Geisler and Wise, 2008). One example are the projections from the amygdala and the OFC to DA neurons and to NAc that are involved in conditioned responses to food (Petrovich, 2010).
Indeed, imaging studies showed that when non-obese male subjects were asked to inhibit their craving for food—while being exposed to food cues—they exhibited decreased metabolic activity in amygdala and OFC (as well as in hippocampus), insula and striatum, and that the decreases in OFC were associated with reductions in food craving (Wang et al., 2009). A similar inhibition of the metabolic activity in the OFC (and also in NAc) has been observed in cocaine abusers when they were asked to inhibit their drug craving upon exposure to cocaine-cues (Volkow et al., 2009b). Interestingly, craving for video-game playing, in response to video game cues has also been reported to increase the activity of the OFC, ACC, and the left inferior frontal gyrus (Han et al., 2011; Han et al., 2010).

**Impaired inhibitory control in addiction**

The capacity to inhibit prepotent responses is a major contributor to an individual’s vulnerability to addiction because it modulates his or her ability to avoid inappropriate behaviors (Volkow and Fowler, 2000; Volkow et al., 2008). PET studies have uncovered significant reductions in D2R availability in the striatum of addicted subjects that persist for months after protracted detoxification [reviewed in (Volkow et al., 2009a)]. Similarly, preclinical studies in rodent and non-human primates have shown that repeated drug exposure is associated with reductions in striatal D2R levels (Nader et al., 2006; Thanos et al., 2007; Volkow et al., 2001). In the striatum, D2Rs mediate signaling in the striatal indirect pathway that modulates PFC regions; and its downregulation has been shown to enhance sensitization to the effects of drugs in animal models (Ferguson et al., 2011). In humans addicted to drugs, the reduction in striatal D2R is associated with decreased activity in PFC as evidenced by decreases in baseline glucose metabolism (a marker of brain function) in OFC, ACC, and dorsolateral (dl) PFC (Volkow et al., 2001; Volkow et al., 1993; Volkow et al., 2007). Inasmuch as OFC, ACC, and dlPFC are involved with salience attribution, inhibitory control/emotion regulation, and decision making, respectively, it has been postulated that their improper regulation by D2R-mediated DA signaling in addicted subjects could underlie the enhanced motivational value of drugs in their behavior and the loss of control over drug intake (Volkow et al., 2000). In addition, because impairments in OFC and ACC are associated with compulsive behaviors and impulsivity (Fineberg et al., 2009), DA’s impaired modulation of these regions is likely to contribute to the compulsive and impulsive drug intake seen in addiction (Volkow et al., 2000). Indeed, low striatal D2R has been associated with impulsivity in methamphetamine abusers (Lee et al., 2009), and predicted compulsive cocaine administration in rodents (Everitt et al., 2008).

Although not mutually exclusive, there is also the possibility of a reverse scenario, in which a preexisting vulnerability for drug abuse in PFC becomes exacerbated by repeated drug use through further decreases in striatal D2R. Consistent with this scenario, a study done in subjects who, despite having a high risk for alcoholism (positive family history of alcoholism) were not alcoholics themselves, revealed a higher than normal striatal D2R availability that was associated with normal metabolism in OFC, ACC, and dorsolateral PFC (Volkow et al., 2006b). This suggests that, in these subjects at risk for alcoholism, the normal PFC function was linked to enhanced striatal D2R signaling, which in turn may have protected them from alcohol abuse.

Since the PFC plays a crucial role in executive function, including inhibitory control (Miller and Cohen, 2001), impairments in its operations, which are modulated by D1R and D2R (presumably also D4R), are likely to contribute to the poor control and high compulsivity seen in addiction. A better understanding of the mechanisms that lead to impaired PFC function in addiction should spur the development of better strategies to ameliorate, or perhaps even reverse, specific deficits in crucial cognitive domains. For example, delay discounting, which is the tendency to devalue a reward as a function of the temporal delay of
its delivery, is one of the most extensively investigated cognitive operations pertaining to disorders associated with impulsivity and compulsivity. Delay discounting has been exhaustively investigated in drug abusers who exhibit an exaggerated preference of small-but-immediate over large-but-delayed rewards (Bickel et al., 2007). Not surprisingly, delay discounting seems to depend on the function of the NAc (Gregorios-Pippas et al., 2009) and the PFC, including lateral OFC (Bjork et al., 2009), and is sensitive to DA manipulations (Pine et al., 2010). Interestingly, abnormally high rates of discounting may reflect a trans-disease process (Bickel et al., 2012) that underlies or occurs across a wide range of disorders, including ADHD (Costa Dias et al., 2012), bipolar disorder and schizophrenia (Ahn et al., 2011), and pathological gambling (Miedl et al., 2012). Interestingly, and harking back to the genetic level of analysis, the results of a recent study suggest that the 7R allele of the D4R increases delayed discounting rate, and that this influence is modulated by childhood socioeconomic status (Sweitzer et al., 2012). When taken together, these observations seem to suggest that the complex circuitry underlying delayed discounting could be an early biomarker of broad spectrum risk for psychiatric disorders.

The Motivation substrate

The circuitry that enables the investing of continued effort toward achieving a goal is heavily modulated by DA acting through several brain regions, including NAc, ACC, OFC, dIPFC, amygdala, dorsal striatum, and ventral pallidum (Salamone et al., 2007). This helps explain why dysregulated DA signaling is associated with abnormal (enhanced) motivation to procure drugs, a hallmark of addiction, and why drug addicted individuals often engage in extreme behaviors to obtain drugs, even when they entail known severe and adverse consequences (Volkow and Li, 2005a). Because drug-taking becomes the primary motivational drive in drug addiction (Volkow et al., 2003), addicted subjects are aroused and motivated by the process of obtaining the drug but tend to become withdrawn and apathetic when exposed to non–drug-related activities. This shift has been studied by comparing the brain activation patterns occurring during exposure to conditioned cues with those occurring in the absence of such cues. In contrast to the decreases in PFC activity reported in detoxified cocaine abusers when not stimulated with drug or drug cues [see review (Volkow et al., 2009a)], PFC regions become activated when cocaine abusers are exposed to craving-inducing stimuli (either drugs or cues) (Grant et al., 1996; Volkow et al., 1999a; Wang et al., 1999). This result is reminiscent of the observation that cocaine abusers, studied shortly after an episode of cocaine binging, showed an increase in metabolic activity in OFC and ACC (also dorsal striatum) that was associated with the intensity of their craving (Volkow et al., 1991).

Moreover, when the responses to iv MP were compared between cocaine addicted and non-addicted individuals, the former responded with heightened metabolic activity in ventral ACC and medial OFC (an effect associated with craving), while the latter showed the opposite response, namely decreased metabolism in these regions (Volkow et al., 2005b). This suggests that the activation of these PFC regions with drug exposure may be specific to addiction and associated with the enhanced desire for the drug. In addition, a study that prompted cocaine-addicted subjects to purposefully inhibit craving when exposed to drug cues showed that those subjects who were successful at inhibiting craving displayed decreased metabolism in medial OFC (which processes motivational value of a reinforcer) and NAc (which predicts reward) (Volkow et al., 2009b).

Perception of internal states

Neuroimaging studies have revealed that the middle insula plays a critical role in cravings for food, cocaine and cigarettes (Bonson et al., 2002; Pelchat et al., 2004; Wang et al., 2007). The importance of the insula in the context of addiction was first noticed in a study that
found that smokers with damage to this region (but not control smokers who had suffered extra-insular lesions) were able to stop smoking easily and without experiencing cravings or relapse (Naqvi et al., 2007). The insula, particularly its more anterior regions, is reciprocally connected to several limbic regions (e.g., ventromedial (vm) PFC, amygdala, and ventral striatum) and appears to have an interoceptive function that integrates the autonomic and visceral information with emotion and motivation, thus providing conscious awareness of these urges (Naqvi and Bechara, 2009). Indeed, brain lesion studies suggest that the vmPFC and insula are necessary components of the distributed circuits that support emotional (Clark et al., 2008) as well as moral (Verdejo-Garcia et al., 2012) decision-making. Consistent with this hypothesis, imaging studies show differential activation of the insula during craving (Brodsky et al., 2009; Goudriaan et al., 2010; Naqvi et al., 2009; Wang et al., 1999). Accordingly, the reactivity of this brain region has been suggested to serve as a biomarker to help predict relapse (Janes et al., 2010).

**Aversion circuitry**

DA cells will fire less than normal if the expected reward fails to materialize (Schultz et al., 1997). Several lines of evidence (Christoph et al., 1986; Lisoprawski et al., 1980; Matsumoto and Hikosaka, 2007; Nishikawa et al., 1986) point to the habenula as one of the regions that controls the decreases in firing of DA cells in VTA that may signal the failure to receive an expected reward (Kimura et al., 2007). It would be reasonable to hypothesize then that enhanced sensitivity in the habenula, as a result of chronic drug exposures, could underlie a greater reactivity to drug cues. This hypothesis is supported by the observation that activation of the habenula is associated with behavioral relapse to drug-taking upon cue exposure in cocaine addicted individuals (Brown et al., 2011a; Zhang et al., 2005). The hypothesis is also consistent with the finding that α5 nicotinic receptors in the habenula appear to modulate the aversive responses to large doses of nicotine (Fowler et al., 2011b), and with the evidence implicating α5 and α2 receptors in the habenula in nicotine withdrawal (Salas et al., 2009). The involvement of the habenula as an “antireward” hub within emotional networks is consistent with prior theoretical models of addiction that postulated sensitized anti-reward responses (mediated through enhanced sensitivity of the amygdala and increased signaling through the corticotropin releasing factor) as major drivers of drug intake in addiction (Koob and Le Moal, 2008).

**Making connections**

Perhaps one of the most important advances in our understanding of brain organization has come from the widening use of fMRI to peer into the functional connectivity patterns of the brain at rest (resting functional connectivity or RFC) and during specific activation in healthy and diseased states. A recent RFC study, for example, has shown that, compared to non-smokers, smokers displayed a stronger coupling between left fronto-parietal and mPFC networks, and its strength was in direct relationship with smoking-cue dependent reactivity in the dorsal striatum (Janes et al., 2012). In fact, nicotine dependence has been associated with several disruptions in RFC including the connectivity between the executive control and default mode networks (DMN), which ameliorates with nicotine replacement therapy (NRT) (Cole et al., 2010). Moreover, this approach is being used to study the mechanisms underlying the high vulnerability to SUD in patients with other psychiatric disorders (Moran et al., 2012).

**Therapeutics**

The identification of neurotransmitter receptors and transporters involved in the processes of drug reward and neuroplasticity in SUD has expanded the numbers of molecular targets that
have potential for the development of medications against SUD (Volkow and Skolnick, 2012a).

At a more basic level, the expanding field of pharmacogenomics provides numerous examples of the way in which genetic discovery is being parlayed into future therapeutic benefits. Several recent advances, particularly in the fields of alcohol and nicotine addictions, point the way forward. Thus far, some of the most promising results have been obtained by looking at polymorphisms in the OPRM1 and CYP2A6 genes, which have been effective at predicting clinical response to naltrexone (NTX) in alcoholism and NRT in smoking, respectively. In terms of treating alcohol-dependent individuals, carriers of the A118G polymorphism have better clinical responses on NTX, including lower relapse rates, compared with carriers of the A allele (Anton et al, 2008; Oslin et al, 2003). Similarly, the T allele of the GABA receptor subunit alpha-6 (GABRA6)T1519C polymorphism has been associated with greater NTX efficacy while the C allele predicted improvement with acamprosate (Ooteman et al, 2009). For smoking cessation treatment with transdermal NRT, polymorphisms that result in a less active CYP2A6, were found to be associated with increased nicotine levels from NRT, fewer doses of nicotine spray per day, and better outcomes (Malaiyandi et al, 2006; Schnoll et al, 2009). Interestingly, and in contrast, rapid metabolizers of nicotine had higher quit-rates when treated with bupropion (FDA-approved antidepressant for the treatment of nicotine dependence) compared to placebo (34% versus 10%), whereas the opposite was true for slow metabolizers (Patterson et al, 2008). Other studies have shown that carriers of the Met/Met genotype of the COMT gene had higher rates of prolonged abstinence with NRT than carriers of the Met/Val + Val/Val group (Colilla et al, 2005; Johnstone et al, 2007). Taken together, these results provide evidence for the promise of pharmacogenomics as a conduit to more personalized treatment interventions. It is worth-noting that polymorphisms that impact NRT success have been identified in different classes of genes, whose products are involved in diverse functions, including cell adhesion, signal transduction, receptor function and enzymatic activity (Uhl et al, 2008).

The identification of the molecular targets implicated in neuroplasticity has also guided the development of new medications, which have shown promising results in animal models of relapse or withdrawal. Some of these are being tested clinically, as in the case of N-acetylcysteine, which targets the cystine-glutamate exchanger and helps restore glutamate homeostasis and neuronal plasticity (Moussawi et al, 2011). Early clinical trials with N-acetylcysteine for the treatment of cocaine and nicotine addictions have shown positive results (Knackstedt et al, 2009; Mardikian et al, 2007). Other targets of interest include mGluR2/3 agonists, mGluR5 negative allosteric modulators, stimulators of glutamate transport, and inhibitors of either AMPA or NMDA receptors. As it has been shown for other clinical conditions, there is also evidence that combinations of compounds that target different proteins might increase their effectiveness and improve the outcome in the treatment of SUDs. This has been shown to be the case for preliminary studies of nicotine treatment with the combination of bupropion and sustained release (SR) varenicline (Ebbert et al, 2009), and for the treatment of cocaine addiction treatment with the combination of topiramate and SR amphetamine (Mariani et al, 2012).

Similarly, an increased understanding of the circuits that are disrupted by repeated drug administration has expanded the targets for therapeutic interventions aimed at restoring their function. Though still in its infancy, ongoing research is exploring the potential benefits of functional MRI-guided biofeedback (Horrell et al, 2010), repeated transcranial and electrical stimulation (Fraser and Rosen, 2012) and/or even deep brain stimulation (Muller et al, 2012).
At the same time, advances in vaccine technology and longer lasting monoclonal antibodies are making it possible to explore vaccines and passive immunization protocols as potential treatments for SUDs (Hicks et al., 2012; Kinsey et al., 2009; Norman et al., 2009; Rosenberg et al., 2012). These approaches hope to harness a person’s own immune system to produce antibodies that can bind to a specific drug (e.g., cocaine, nicotine, heroin) while still in the bloodstream, thus largely preventing its entry into the brain. The nicotine vaccine developed for smoking cessation, NicVAX, is one example that showed promising results in that smokers who generated high titers of anti-nicotine antibodies were three-times more likely to achieve sustained abstinence compared with those immunized receiving a control (placebo) vaccine (Hatsukami et al., 2011). Even subjects unable to achieve abstinence reduced their smoking by more than 50%. However, major challenges remain (Moreno and Janda, 2011), such as the need to significantly increase the antigenicity of the vaccine so that a greater number of those vaccinated can produce the high levels of antibody necessary for a therapeutic response. In parallel, development of modified enzymes involved with drug metabolism and catalytic antibodies also hold promise for the treatment of SUD (i.e., cholinesterases for cocaine addiction) (Schindler and Goldberg, 2012).

In conclusion

In the past few years we have markedly increased our understanding of the role of genes in the human brain and its development and of the ways in which their output is influenced by other genes and by the environment (including prenatal as well as postnatal drug exposures). In parallel, advances in epigenetics have clarified the mechanisms underlying the drug-induced neuroplastic changes and circuitry perturbations that facilitate the transition from casual, to chronic, and then to compulsive drug taking. Meanwhile, advances in the characterization of developmental changes in the human brain are helping us understand why the adolescent brain is more likely to enter an addiction trajectory after its initial exposure to drugs.

As mentioned at the outset, behavioral economists have proposed a useful heuristics of brain function based on two modes of operation (automatic vs. analytical) to explain human judgments and actions (Epstein, 1994; Kahneman et al., 2002; Loewenstein, 1996; Sloman, 1996); an admittedly over-simplistic model that, nevertheless, seems very relevant to addiction. The so called “System 1” (related to the hot or implicit “mind”) tends to coalesce around preferentially automatic, intuitive brain processes, whereas “System 2” (related to the cold or explicit “mind”) preferentially recruits more controlled, deliberative and analytical processes (Morewedge and Kahneman, 2010). As it follows from all the evidence presented in this and other (Baler and Volkow, 2011) reviews, the two systems can be expected to be strongly influenced by the dynamic interactions between genetic, epigenetic, developmental, and environmental factors that shape the structure, connectivity and function of the mental landscape.

Importantly, the hot and cold systems are presumed to place different demands on cognitive effort and show different susceptibility to interference by competing stimuli (Frederick, 2002). Based on social neuroscience advances of the past decade, it might be wise to refrain from trying to pin down this dual model onto clearly delimited brain regions, an effort that has been chastised as modern-day phrenology (Forbes and Grafman, 2013). While it is possible that some areas are preferentially involved in implicit vs. explicit processing (Figure 4) understanding “how” they interact is likely to be as, if not more important in addiction. For example, the stereotypic and automatic behaviors displayed by drug-addicted individuals may reflect a progressive dialing up of the connectivity weights that favor hot systems. Indeed, recent imaging and/or behavioral studies of the balance between “hot” and “cold” executive functions in substance abusers (Crunelle et al., 2012; Goldstein et al., 2004;
Moreno-Lopez et al., 2012a, b; Quednow et al., 2007), children with ADHD responding to stimulant medication (Hale et al., 2011; Kubas et al., 2012), and patients with schizophrenia (Wing et al., 2013) are beginning to provide evidence of such “tilting” and its potentially broad heuristic value.

Regardless of the model used to describe addiction, its characterization as a chronic disease that disrupts the critical space between stimulus and response provides the basis for its prevention and treatment as a clinical disorder rather than a criminal behavior. Thus, although addiction still remains highly stigmatized the new scientific knowledge is starting to slowly impact the way society addresses SUDs.
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- Addiction is a clinical disorder, not a criminal behavior.
- We are beginning to tackle addiction as a problem of “systems.”
- Research has delivered countless new targets for addiction medications.
- Large, open access datasets will transform the science of risk and resilience.
Figure 1.
The triangular space of the framework proposed by (Yang et al., 2012) portrays the relationship between cognitive processes and visceral influences. System 2 processing and the hot visceral state are two extremes of a conceptual continuum. Experiencing hot visceral reactions (e.g., sexual arousal, extreme fear, hunger) inhibit system 2 processing. Conversely, using cold reasoning (careful pondering) through system 2 before visceral reaction kick in can help circumvent the onset or reduce the power of visceral urges, reducing the likelihood that a hot state will take over. Figure reprinted with permission from (Yang et al., 2012).
Figure 2. Schematic diagram of the effects of drugs on excitatory synapses in Nac MSNs. (A) Schematic representation of the differences between excitatory synapses on indirect (green) and direct (red) pathway NAc MSNs. In naïve animals, synapses on indirect pathway MSNs express TRPV1 and CB1R-dependent LTD downstream of mGluR5 activation. Synapses on direct pathway MSNs have a lesser relative amount of NMDARs and do not normally express mGluR5-dependent LTD. The properties of these two types of excitatory synapses will undergo significant changes that will be different as a function of time (along a cocaine use trajectory) and location (NAc core (b) vs shell (c)). For example, in the Nac core, acute (but not chronic) cocaine blocks mGluR5-dependent LTD. By contrast, protracted withdrawal results in synaptic incorporation of GluA2-lacking AMPARs, while extinction training also abolishes mGluR5-dependent LTD owing to changes in Homer levels. In contrast, acute cocaine does not alter synaptic function in the Nac shell. However, chronic cocaine causes a transient increase in GluN2B-containing ‘silent’ synapses. In this region, protracted withdrawal leads to an increase in AMPARs that includes incorporation of GluA2-lacking AMPARs. Following experiences known to cause reinstatement including drug re-exposure and stress, AMPARs are endocytosed. Reprinted with permission from (Grueter et al, 2013).
Figure 3.
Model proposing a network of interacting circuits, disruptions in which contribute to the complex set of stereotypic behaviors underlying drug addiction and chronic overeating: reward (nucleus accumbens, VTA, and ventral pallidum), conditioning/memory (amygdala, medial OFC for attribution of saliency, hippocampus, and dorsal striatum for habits), executive control (DLPFC, ACC, inferior frontal cortex, and lateral OFC), motivation/drive (medial OFC for attribution of saliency, ventral ACC, VTA, SN, dorsal striatum, and motor cortex). Nac, nucleus accumbens, interoception (Insula and ACC), and aversion/avoidance (Habenula). (A) When these circuits are balanced, this results in proper inhibitory control and decision making. (B) During addiction, when the enhanced expectation value of the drug in the reward, motivation, and memory circuits overcomes the control circuit, favoring a positive-feedback loop initiated by the consumption of the drug and perpetuated by the enhanced activation of the motivation/drive and memory circuits. These circuits also interact with circuits involved in mood regulation, including stress reactivity (which involves the amygdala, hypothalamus, habenula) and interoception (which involves the insula and ACC and contributes to awareness of craving). Several neurotransmitters are implicated in these neuroadaptations, including glutamate, GABA, norepinephrine, corticotropin-releasing factor, and opioid receptors. CRF, corticotropin-releasing factor; NE, norepinephrine. Modified with permission (Volkow et al, 2011).
Figure 4.
Model of addiction as a disease of the brain characterized by perturbed interactions among the distributed networks that orchestrate balanced goal directed behaviors. From a behavioral economics perspective, addiction can be construed as the drug-induced consequence of a perturbed balance (in favor of system 1) between the proposed system 1 and system 2-centered processes that enable adaptive (efficient + flexible) decision making and goal-directed behaviors by mounting a proper situation-specific combination of automatic and cognitive responses. In this model, the location/identity of the various nodes is less important than the overall patterns of how information flows among them. The balanced (or lack thereof) output of this distributed network is established, maintained, and expressed by the emergent relationships among the morphological, architectural, connectivity and functional levels of the brain. These are, in turn, determined by the combined pressures and influences exerted by genetic (e.g., affecting temperament, drug metabolism), epigenetic (e.g., drug exposure, parental style), developmental (e.g., fetal, brain, adolescent), and environmental (e.g., economic, social, built) variables.